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Abstract

Rating scales and rubrics are commonly used measurement tools in educational contexts. Unfortunately, there is a great deal of controversy surrounding how data derived from these tools can and should be analyzed. One issue that is repeatedly raised is whether these data are ordinal or continuous. A related question is whether parametric data analysis techniques are appropriate and/or acceptable for these rating scale data. Some of this controversy may stem from a misunderstanding of fundamental issues related to these particular tools or a poor use of terminology. This article provides a review of basic issues surrounding measurement of various phenomena relevant to educational settings, as well as previous empirical studies examining the effects of using parametric analysis approaches on rating scale data. Based on previous empirical evidence reviewed in this article, parametric analytical approaches are acceptable provided certain criteria are met. Implications for research and teaching are also briefly discussed. After reading this article, the reader should be able to identify the characteristics of a true Likert scale and explain the situations when parametric analytical techniques are potentially appropriate for rating scale data or when nonparametric techniques are preferred.

Keywords: Likert scales; Data analysis; Measurement; Summated scales; Rating scales; Ordinal data

Situation

When I took my first academic position and became involved in educational scholarship, I found myself asked to justify some of my analytical decisions. This was not a bad thing in and of itself since we must be able to justify our choices in any scholarly endeavor. At the time, what struck me as odd were the comments related to how I had analyzed data from rating scales. I remember one passerby at a poster session stopping to look at my poster and saying, “That is interesting, but you know you really should not have used means to report Likert scale results. After all, those are ordinal data.” I was slightly taken aback but thanked the individual for his/her comments and started to think. The statement about Likert scales being ordinal data was never made in my statistics classes in graduate school, so I wrote the comment off as a one-time occurrence. Suffice it to say that was not a one-time occurrence. As a peer reviewer for journals, I sometimes see comments from other reviewers along the same lines as my poster commenter. This issue has also arisen when working with pharmacy practice residents developing their residency projects. After a brief look through the literature, it was clear that the issue of how to analyze data from rating scales and rubrics is not altogether straightforward. The purpose of this article is to provide a review measurement as it relates to the educational context and to provide some evidence-based recommendations for analytical approaches.

Although this article focuses on recommendations for analyzing data from various rating scales for self-reported concepts like self-confidence with a skill learned in class or student perceptions of learning, the discussion herein applies equally to instruments developed to guide external assessment or evaluation (e.g., preceptor evaluation of student performance on an advanced pharmacy practice experience (APPE) or a peer-evaluation of an instructor’s lecture). Nothing in this article is meant to contradict the
recommendations Peeters provides for constructing rubrics to capture rater judgments. While that article focuses on the construction of rubrics, the recommendations from this article could be used for the analysis of those ratings.

One word of caution is needed. This article focus on measurement and analysis in the quantitative paradigm that should not be misconstrued as a dismissal of the importance or utility of qualitative research methods. To the contrary, qualitative methods are extremely important and can provide a depth of information that quantitative measurement cannot begin to approach. Information gathered from qualitative methods can inform quantitative methods, and vice versa. Furthermore, both methods can be successfully used together as seen in mixed-methods studies.

Methodological literature review

Measurement forms an important part of research and evaluation efforts in the quantitative paradigm insofar as we are concerned with the magnitude, or at least the relative magnitude, of some phenomenon of interest. It is no surprise that the process of measurement is relatively straightforward for physiological quantities (e.g., blood pressure or cholesterol) or for certain clinical outcomes (e.g., hospital length of stay or number of on-time prescription refills). The challenge that we face in education is that many of the phenomena we seek to measure are not physical but are cognitive in nature. The question becomes how can we measure these non-physical phenomena. Some may be directly observable and readily quantifiable, such as the number of times a student commits an error when counseling a patient or the number of seconds an instructor waits for student responses after posing a question during lecture. Other phenomena may be observable yet not directly quantifiable, per se. For example, a preceptor can provide a qualitative assessment of a student’s performance below average), but a number is not directly observable. Finally, other phenomena, such as self-confidence, are not directly observable at all and must be assessed by self-report. A wide variety of phenomena that are of particular interest in education fall into these latter two categories. Numerous rating scales and rubrics have been developed to allow us to derive quantitative measures of non-physical phenomena by combining a set of items asking an individual to make a series of qualitative assessments. Despite the availability of these instruments, there has been considerable confusion when analyzing data derived from them. The perceived misuse of certain forms of statistical analysis with these instruments has been lamented in the literature, yet the recommendations for analysis have stirred considerable controversy. The following sections provide a review of the historical development of measurement and associated issues with statistical analysis.

A brief history of measurement

Dating back to the ancient Greeks, measurement is not a recent concept. The modern view of measurement is generally built on Cartesian thinking and was developed during the scientific revolutions of the 15th to 17th centuries. From Descartes’ philosophical stance, all physical properties could be represented by some quantity. The implication was that quantification was the only option for the scientific method, at least for the natural and physical sciences, thus a quantitative imperative came to be promoted in order for an endeavor to be considered “scientific.” This imperative can best be seen when William Thomson (aka, Lord Kelvin) stated that “when you can measure what you are speaking about and express it in numbers you know something about it; but when you cannot measure it, when you cannot express it in numbers, your knowledge is of an unsatisfactory kind.”

The effects of this quantitative imperative on psychological and sociological sciences, and subsequently on educational science, carried into the early 20th century. In the 1930s, the British Association for the Advancement of Science summoned a committee to examine the status of psychophysical measurement methods. In a manner that could be compared to the way a child’s performance in school is compared to an older sibling, psychological measurement methods were compared to measurement methods in “older” sciences like physics. The committee generally used Campbell’s theory of measurement. This theory described two types of measurements: fundamental measurements and derived measurements. Since derived measurements depended on (i.e., were derived from) fundamental measurements, Campbell viewed fundamental measurements as a necessary step for quantification. Using Campbell’s theory, the British committee concluded that psychophysics did not have any “true” measurement methods because there were no fundamental measurement methods. Without a measurement method, psychophysics, and by extension all of psychology, could not be considered a science. Simultaneous with the committee’s work, and possibly in anticipation of their final report, Stevens set forth a framework for psychological measurement. With this development, psychology could no longer be classified as a non-science since there was now a system of measurement. The implications of Stevens’ measurement framework are far-reaching since he proposed the four levels, or scales, of measurement that we continue to use today—nominal, ordinal, interval, and ratio.

In the early-to-mid 20th century, researchers developed various scaling methods to measure the relative strength or degree of psychological phenomena, such as mental abilities and attitudes. As Stevens put rather simply, scaling was a process to assign a number to objects using some rule. Through defining measurement scales, any phenomenon could be “quantified.” The development of methods to measure attitudes resulted in several noteworthy scaling
methods including Thurstone scales, Guttman scales, and Likert scales. Likert scales can be included in a larger group of measures that are sometimes referred to as summated (or aggregated) rating scales, since they are based on the idea that some underlying phenomenon can be measured by aggregating an individual’s rating of his/her feelings, attitudes, or perceptions related to a series of individual statements or items. Other types of rating scales that are commonly seen include numeric rating scales and adjectival rating scales. Examples of these general types of measurement tools are provided in Figure 1.

A Likert scale:

<table>
<thead>
<tr>
<th>Statement</th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Neither agree nor disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Team-based learning helps me learn.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Team-based learning is more difficult than traditional lecture.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Team-based learning should be used in all pharmacy courses.</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

B Numerical rating scale

On a scale from 1 to 10, how helpful do you think team-based learning is for your learning?


C Fully anchored rating scale:

On a scale from 1 to 5, how helpful do you think the use of case studies was for your learning?

<table>
<thead>
<tr>
<th>Helpfulness</th>
<th>Not at all helpful</th>
<th>A little helpful</th>
<th>Moderately helpful</th>
<th>Extremely helpful</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

D Adjectival scale:

How often do you complete required reading before class sessions?

[Rarely] [Sometimes] [Usually] [Almost always]

Fig. 1. Examples of rating scales and response formats as they may be presented to respondents.

methods including Thurstone scales, Guttman scales, and Likert scales. Likert scales can be included in a larger group of measures that are sometimes referred to as summated (or aggregated) rating scales, since they are based on the idea that some underlying phenomenon can be measured by aggregating an individual’s rating of his/her feelings, attitudes, or perceptions related to a series of individual statements or items. Other types of rating scales that are commonly seen include numeric rating scales and adjectival rating scales. Examples of these general types of measurement tools are provided in Figure 1. While there are other measurement options, such as semantic differential scales, visual analog scales, fractionation, and constant sums, these are not frequently seen in educational scholarship and will not be discussed here. It is worthwhile to note the role of Rasch models in measurement. These models provide important alternative to Stevens’ approach to scaling (i.e., assigning numbers to objects or categories) and the associated levels of measurement and are being used in educational measurement.

Likert scales are a common measurement method in educational contexts. His approach involved the presentation

---

A discussion of Likert scales would be remiss without addressing another common issue—pronunciation. Many of us probably learned that his name was pronounced as “LIKE-urt.” Likert’s name is properly pronounced as “LICK-urt” so it should more like “sticker” than “hiker.”
of a set of selected items that together measured one trait, such as satisfaction with a teaching method. Each item was a declarative statement. For each item, the response set consisted of a set of equally spaced numbers accompanied by approximately equally spaced anchors (Fig. 1A). In the original version, Likert used five options, which included a neutral option. The response format has since been expanded to varying numbers of response options including removing the neutral category. In his original article, Likert proposed that the distances between the numbers in the response set were equal. Similarly, the distances between the anchors (e.g., “Strongly Approve” to “Approve”) were equal. From a statistical standpoint, this suggested an interval level of measurement. Rather than analyzing the individual items, Likert combined the individual items via summation or taking the arithmetic mean. By taking the sum or arithmetic mean of the responses to a single item via summation or taking the arithmetic mean, analyzing the individual items, Likert combined the individual scales to data. It is important to note that these permissible statistics are appropriate for any given level of measurement and those levels “above” it in the framework. For example, the arithmetic mean is the recommended statistic for interval data. It is also an acceptable descriptive statistic for data at the ratio level. Similarly, the median is acceptable for ordinal, interval, or ratio data. Stevens also proposed a set of transformations (e.g., multiplication by a constant) and empirical operations (e.g., determination of equality of differences) that could be performed at each level of data. Some took these descriptive statistics as guidelines for the types of inferential statistics that should be used. This became known as the Stevens–Siegel–Senders rule given the early textbooks in psychology that promoted this thinking. This rule stated that nonparametric statistical tests were appropriate for ordinal data, and parametric approaches were reserved exclusively for interval or ratio data. Parametric tests were those that assumed the data followed a normal distribution (e.g., t test or analysis of variance), while nonparametric approaches were those tests that did not assume a normal distribution (e.g., Mann–Whitney U test or Kruskal–Wallis test). This resulted in considerable disagreement within the statistical community. Some argued that the level of measurement was not an assumption of a statistical test. Lord and Wright made similar arguments that the level of measurement is something that researchers assign to the data, rather than the numbers themselves having “knowledge” of their measurement. According to this argument, there was nothing in the data themselves that would prevent us from calculating a mean for data measured at the ordinal, or even nominal, level. From the statistical viewpoint, the distributional behavior of the numbers was what mattered in selecting an appropriate statistical test. On the opposing side of the argument, measurement theorists argued that statisticians were ignoring the importance of measurement theory and that while the numbers may not know how they came to be the researcher did know and must understand this, therefore it was explicitly inappropriate to use parametric statistics for ordinal or nominal data.

For rating scale items, one common criticism is that the distance between two response categories (e.g., the distance from “Strongly disagree” to “Disagree” may not be the same as the distance from “Agree” to “Strongly agree”). A similar argument made by Jamieson is that the value of ‘good’ and ‘fair’ is not ‘fair-and-a-half’ even when one assigns integers to represent ‘fair’ and ‘good.’ Previous studies looking at the effects of changing measurement levels (e.g., interval to ordinal) or modifying the distance between categories in ordinal measures suggest that these differences are relatively unimportant. More recent investigations suggest that when presented with numbers, in either numeric or verbal form or relative magnitude, humans have a mental representation of numbers that seems as parametric (e.g., t test) or nonparametric (e.g., Mann–Whitney U test). Statements like, “The data are parametric,” are incorrect; however, one can correctly say, “The data follow a normal distribution.”
to resemble a mental number line.38–41 One proposed phenomenon supporting this mental representation is the spatial–numerical association of response codes, or SNARC, effect whereby under experimental conditions humans responded more quickly to smaller numbers with the left hand and more quickly to larger numbers with the right hand.39,42,43 This effect appears to be irrespective of “handedness” but is related to the direction of the writing in the subject’s native language (e.g., left-to-right as in English vs. right-to-left as in Arabic).39 Interestingly, this mental number line has possibly been physiologically mapped onto the brain itself.44 The mental number line is a particularly important concept for rating scales that provide actual numbers in addition to word anchors. The potential implication is that the intervals between numbers may actually be equal since they appear to be mapped to this internal number line.

Recommendations

A variety of recommendations are currently present in the literature when it comes to analyzing data from rubrics and aggregated rating scales, especially Likert scales. Below are some recommendations about the analysis of data from ratings derived from these summated or aggregated scales, as well as individual rating items. Examples and applications of these recommendations will be provided in the next section. In addition to these recommendations, selected resources for scale development and analysis are provided in Figure 2.

Before making recommendations, some terminology issues deserve a brief discussion. Unfortunately, rating scale terminology is used inconsistently, especially the term “scale.”40 This is problematic as it results in a lack of clarity surrounding the intended meaning. Research methods frequently define a scale as a group of items.17,25 At times a scale may refer to individual item, such as a numerical rating scale.45 The term can even be used to refer to the type of data, as in Stevens’ scales of measurement.16 Unfortunately, it is difficult to make blanket statements about what the term “scale” means when seen in a published study since the use of the term may be context dependent. For the purposes of this article, the distinction between an aggregated scale composed of multiple items and an individual item will be made as clear as possible.

Recommendation 1: Scales that have been developed to be used as a group must be analyzed as a group, and only as a group

This first recommendation is of utmost importance and addresses some of the confusion that appears to have been promoted by those espousing “ordinalist” views on aggregated scales.4,2 When aggregated rating scales like Likert scales are developed, the initial psychometric evaluation examines the performance of those items as a group. When these aggregated scales are used in a study, they must be analyzed as a group. If the scale contains validated subscales, then these may be examined separately since the development of the scale supported the presence of those subscales.10,46,47 The individual item-by-item analytical approach, however, is inappropriate for methodological and statistical reasons as discussed in the following paragraphs.

From a measurement standpoint, the individual item is not a measure of the overall phenomenon of interest. Drawing on Likert’s original thinking, the phenomenon of interest is measured by the aggregate group of items in the scale, not simply by any one item on its own. Separating the items conceptually “breaks” the theoretical measurement properties of the aggregated scale as it was originally developed. This might be likened to the ecologic fallacy in epidemiologic research where the conclusions at the group level do not necessarily apply to the individual level.48 One way to avoid this is to make the unit of analysis reflect the unit of inference. For example, when analyzing hospital-level antibiotic use and resistance data, the inferences and conclusions must also be at the hospital level, not the individual patient level unless some sort of multi-level analysis was performed. In a similar fashion, it would not be prudent to analyze class- or program-level data and then make inferences about expectations for an individual student’s outcomes. Putting this back into a measurement context, the measurement approach and the analytical approach must be aligned. If the phenomenon is measured by an aggregated score on a set of items, then that aggregated score must be used for analysis.

Analyzing the items one-by-one also causes statistical concerns through an inflation of the family-wise error rate. This is similar in concept to the use of multiple comparisons tests after an analysis of variance (ANOVA). There are various methods used to ensure that the overall Type I (α) error rate is maintained at the stated level (e.g., 5%) including the common Bonferroni procedure or the more powerful Holm procedure.49 Whether this inflated Type I error rate is of practical concern is the source of debate. Some argue that adjustment for multiple comparisons to avoid inflated Type I error rates is not necessary, especially in exploratory contexts.50,51 Perneger52 argues that the statistical significance of one finding does not conceptually (or philosophically) depend on whether another finding is determined to be statistically significant. In cases where many individual items are being analyzed (e.g., comparing two groups of students on 20 separate items, not some aggregate score of the 20 items), it may be worthwhile to consult with a statistician colleague to determine whether any adjustment for multiple comparisons is needed and how to make the adjustments.

There are some situations where item-by-item analyses may be acceptable; however, these are very few. Items may be examined individually during instrument development, especially when a new instrument is being compared to an
Several useful resources are available to provide information surrounding the development of measurement scales:


Measurement in the psychological and social context has a long history; the following books provide insight into the historical and conceptual aspects of measurement in the social sciences:


The number of resources available for statistical analysis can be overwhelming. Several options are listed below that are either standards in a field or are written in a way to minimize “math” and focus on interpretation and application:

- Daniel WW, Cross CL. Biostatistics: A Foundation for Analysis in the Health Sciences. 10th ed. New York, NY: Wiley; 2013. [This is a standard textbook for many graduate-level introductory biostatistics courses so it contains the most “math” when compared to the other options listed here.]

Fig. 2. Recommended resources for scale development and statistical analysis.
existing instrument, or when an item-by-item analysis is the best that can be done. This may happen when a new set of items is constructed in some meaningful fashion but no psychometric evaluation has been conducted. In this situation, the indefinite use of the set of items without psychometric evaluation is problematic and should be avoided if at all possible. One could also make an argument for the presentation of the responses for each item, such as with diverging stacked bar charts as proposed by Robbins and Heiberger.\textsuperscript{53} as long as formal inference at the item level was not performed. Generally speaking, however, the item-by-item analysis of aggregated scales should be avoided.\textsuperscript{10}

**Recommendation 2: Aggregated rating scales can be treated as continuous data**

Some view Likert scales as being strictly ordinal in nature, thus parametric analysis approaches assuming quantitative, or at least interval level, measurements are not appropriate.\textsuperscript{5,5,9} Carifio and Perla\textsuperscript{11} suggest that this “ordinalist” view stems from Stevens’ argument that phenomena which are ordinal at the individual level (e.g., a Likert item) cannot be interval (or ratio) at the aggregate level (e.g., a Likert scale). Such ordinalist tendencies can be found in some well-respected textbooks and reference resources. For example, Miller and Salkind state that “the Likert technique produces an ordinal scale that generally requires nonparametric statistics.”\textsuperscript{18 (p330)} Cohen, Manion, and Morrison are more forthright in their position: “Rating scale questions are treated as ordinal data, though one can find very many examples where this rule has been violated, and nonparametric data have been treated as parametric data. This is unacceptable.”\textsuperscript{8,10,11,23} Many of these “ordinalist” views seem to stem from overlooking the difference between individual items and overall Likert scales as pointed out by those holding the contrasting “intervalist” viewpoint.\textsuperscript{8,10,11,23} This intervalist vs. ordinalist argument can be extended to other aggregated rating scales.

The idea of banning the use of parametric analyses for aggregated scale data may be an overly restrictive approach in practice since numerous studies have suggested that parametric approaches are acceptable when the data are not strictly on the interval level of measurement.\textsuperscript{33–37} Many of the methods used to develop and validate these scales (e.g., factor analysis and item response theory) are based on parametric statistics and use categorical variables to create a measure of an underlying latent variable, which are considered continuous variables.\textsuperscript{36,54} With this in mind, the generalist calls to use only nonparametric approaches for aggregated rating scales is overly restrictive and not reflective of the manner in which these scales were developed.

This recommendation does come with some caveats. While parametric analysis approaches may be appropriate, verifying the assumptions of a particular statistical test is still important since violated assumptions, especially deviations from normality, can result in a loss of statistical power (i.e., the probability of identifying a difference or effect when one actually exists).\textsuperscript{55} Common assumptions include independence of observations, homogeneity of variance, and a normal distribution. The independence assumption must be verified conceptually, and alternate tests should be used when this is violated (e.g., the paired t test). Few would disagree that perfect normal distributions are rarely found in practice. Similarly, perfectly equal variances between groups (i.e., homogeneity of variance) are exceedingly rare. In practice, we are faced with determining whether a distribution is “normal enough” or the variances are “equal enough.” Normality can be readily assessed through graphical means, such as histograms, density estimates, and normal Q–Q plots. Equality of variance can be crudely assessed by comparing the group standard deviations. There are also formal statistical tests to assess normality (e.g., Kolmogorov–Smirnov or Shapiro–Wilk tests) and equality of variance (e.g., Levene’s test, Bartlett’s test, or the Brown–Forsythe test), which are implemented in most common statistical packages. Thankfully, empirical studies have shown that some common parametric methods, especially the t test and F test, are relatively robust to violations of normal distribution and equality of variance provided that two-tailed hypothesis tests are used and the sample sizes within groups are reasonably similar.\textsuperscript{33,36} We can also draw comfort from the central limit theorem since the distribution of the sample mean or differences in the means will be normally distributed with reasonably large sample sizes.\textsuperscript{23} Still, it is important to keep in mind situations where a nonparametric analysis approach may be preferred: a one-tailed test is genuinely needed, the group sizes are substantially different, sample sizes are moderate, or there is a severe departure from normality.

**Recommendation 3: Individual rating items with numerical response formats at least five categories in length may generally be treated as continuous data**

Aside from aggregated rating scales, it is not uncommon to see individual rating items used. These may appear as individual Likert items outside of a composite scale or a holistic rubric score made by external raters (e.g., a faculty member judging a student’s performance in a simulation; Peeters discusses important points to consider when developing these rubrics\textsuperscript{1,2}. A common example is when a student is asked to rate their satisfaction with a teaching method when provided with a numerical scale (e.g., 1 = “Not at all satisfied” and 10 = “ Completely satisfied”). Johnson and Christensen\textsuperscript{54} provide a typology for these individual items. When anchors or labels are only provided at the extremes, these can be called numerical rating scales (Fig. 1B). Fully anchored rating scales represent the situation when an anchor is provided for each numerical option (Fig. 1C). An individual Likert item could be viewed
as a specific instance of a fully anchored rating scale where the anchors represent levels of agreement. Single-item measures may be appealing from the perspective of brevity and may even be necessary because of the lack of availability of more formally developed aggregated scales or the secondary use of existing data. Aside from carefully constructed holistic rubrics as described by Peeters et al., single-item measures should be used with caution since their use is problematic given the fact that psychometric evaluation is difficult and sometimes impossible.57

The response format for these individual rating items is often presented as some sort of number line. Previous research examining numerical processing supported the use of a mental number line when numerals were presented, but similar effects were not seen when verbal numbers or words were used in the experiments.38,39 This suggests that the use of actual numbers in the presentation of the rating scale may be useful by potentially allowing us to treat responses as interval-level measures rather than simply as ordinal data. This is why non-numerical response formats, such as the adjectival rating scale described by Streiner, Norman, and Cairney26 are included below in Recommendation 4.

Research has shown that the number of categories in a response format, the word anchors used for the response categories, and the numerical representation (e.g., 0 to 10 vs. −5 to 0 to +5) are all important factors affecting how an individual responds to an item.56–58 While these may affect the shape of the resulting distribution or engender certain biases within respondents, the responses still appear to be somewhat interval in nature given the use of the numeric presentation and consideration can be given to parametric analytical methods. Hsu and Feldt59 found that with at least five categories, the use of ANOVA was appropriate even for considerable differences in variance across groups. The caveats about normality and equality of variance provided in Recommendation 2 should be also considered here.

One extremely important point related to data distribution bears a brief discussion. Although an item may have been developed with the intention that respondents might use all possible categories (e.g., from 1 = “Strongly Agree” to 5 = “Strongly Disagree”), respondents may only use two or three of the available response categories because of the wording of the item or the nature of group being studied. This would result in a “shorter” item that would fall under Recommendation 4. The determination between whether to follow Recommendation 3 or Recommendation 4 should be made after looking at the actual distribution of the responses (i.e., whether the full range of response options used or only a few).

**Recommendation 4: Consider nonparametric or categorical data analysis approaches for individual rating items with numerical response formats containing four or fewer categories or for adjectival scales**

Special consideration is needed when the number of response categories become relatively small or when actual numbers are not provided for responses and only a set of ordered category descriptions are provided (referred to by Streiner, Norman, and Cairney as adjectival scales26, Fig. 1D). In these situations, the distribution of the responses may be difficult to justify as being at least interval-level measurements. Also, previous statistical investigations may have suggested a substantial concern for analytical problems associated with unequal variance or large levels of skewness.59,60 In these cases nonparametric approaches would be appropriate. In cases where meaningful collapsing can occur (e.g., collapsing to agree vs. disagree or pass vs. fail), categorical approaches may provide a better alternative from an interpretation standpoint. Nonparametric approaches like the Mann–Whitney U test or the Kruskal–Wallis test look for differences in the distributions of data between groups. For example, a Mann–Whitney U test could be used to examine whether the distribution of students’ ratings of how frequently they review their notes after class differs between two groups of students (rated as 1 = Never, 2 = Rarely, 3 = Sometimes, and 4 = Usually). The test does not answer whether the mean or median rating is different between the groups of students. Technically, categorical tests, like the Chi Square test, also examine differences in distribution of responses; however, categorical tests are often framed as looking at differences in percentages between groups. Concluding that the percentage of students who agree with a given statement is higher in one group than another might be more meaningful than a more general, but no less correct, conclusion that the distribution of the responses is different between the groups.

**Recommendation 5: Remember the benefits of statistical models**

Simple group comparison via t tests or ANOVA is useful, but it is important to mention that more advanced modeling strategies such as linear regression or analysis of covariance (ANCOVA) may also appropriate be for use with continuous data since they allow the consideration of other covariates and confounders in the analysis. These methods come with their own assumptions that must be verified in order for the results to be valid statistically. Thankfully there are alternatives when assumptions are violated. For example, linear mixed models can be used when the data are approximately normally distributed but the observations are not independent (e.g., due to matching of students or nesting arising from groups of students being in the same group, class, or institution). When distributional assumptions are not met, the modeling approaches can get more complicated. If the data can be meaningfully categorized, then categorical models such as logistic regression can be used. When categorization is not ideal, then a generalized linear model can be used where the approximate data distribution is specified in the model. It may be beneficial to consult colleagues knowledgeable about these
modified procedures when statistical modeling procedures are being used.

Applications

Two articles from pharmacy education have been chosen to illustrate the previous recommendations in action. The first is a study of the effect of learner-centered assessment on statistical knowledge and attitudes.61 For this study, the authors used several measures for the study outcomes (Table). Two measures were related to statistical self-efficacy: self-efficacy to learn statistics (SELS) and current statistics self-efficacy (CSSE).62 Both of these instruments consisted of only one domain. Attitudes towards statistics were measured by the 36-item Survey of Attitudes Towards Statistics (SATS-36), which consisted of four validated domains: affect, cognitive competence, value, and difficulty.63 The SELS, CSSE, and SATS-36 are all Likert scales. Previously developed instruments were used to measure statistical knowledge64 and student course perceptions.65

For the measures of statistical attitudes, self-efficacy, and knowledge, the instruments were scored as described by the instrument developers and analyzed only as aggregate scores as mentioned in Recommendation 1. For the SATS-36, this involved analyzing the data as the four distinct subscales rather than an overall score, as directed by

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Description</th>
<th>Measurement and scoring</th>
<th>Example items from the questionnaire</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-efficacy</td>
<td>Student’s self-reported self-efficacy to learn statistical concepts</td>
<td>14 Items rated from 1 (no confidence at all) to 6 (complete confidence)</td>
<td>Identify scale of measurement for a variable</td>
</tr>
<tr>
<td>to learn statistics (SELS)</td>
<td></td>
<td>Scoring: Sum of the items (minimum: 14, maximum: 84)</td>
<td>Identify the factors that influence power</td>
</tr>
<tr>
<td>Current statistics</td>
<td>Student’s self-reported current statistical self-efficacy (similar to SELS but focuses on performance rather than learning)</td>
<td>14 Items rated from 1 (no confidence at all) to 6 (complete confidence)</td>
<td>Identify when the mean, median, and mode should be used as a measure of central tendency</td>
</tr>
<tr>
<td>self- efficacy (CSSE)</td>
<td></td>
<td>Scoring: Sum of the items (minimum: 14, maximum: 84)</td>
<td>Same items as SELS but instructions prompt respondent to focus on self-confidence in performance rather than learning</td>
</tr>
<tr>
<td>Survey of attitudes</td>
<td>Self-reported attitudes towards statistics in general; six domains: affect (feelings towards statistics), cognitive competence (attitudes about their intellectual knowledge), value of statistics, difficulty, interest in statistics, effort put forth in the statistics course; one version for pre-course assessment and different version for post-course assessment (same core items but worded to be consistent for use after completion of the course)</td>
<td>36 Items rated from 1 (Strongly disagree) to 7 (Strongly agree)</td>
<td>I will like statistics</td>
</tr>
<tr>
<td>towards statistics (SATS-36)</td>
<td></td>
<td>Scoring: Mean score for each domain (minimum: 1; maximum: 7)</td>
<td>I will find it difficult to understand statistical concepts</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Higher scores indicate more positive attitudes (some items are reverse coded in calculating the mean domain score)</td>
<td>Statistics should be a required part of my professional training</td>
</tr>
<tr>
<td>Student perceptions of the course</td>
<td>Students’ perceptions of various course attributes that are modified in learner-centered courses; three areas: course structure and activities, course policies, preference for the course with a more “traditional” approach</td>
<td>13 Items rated from 1 (Strongly disagree) to 5 (Strongly agree)</td>
<td>Learning statistics requires a great deal of discipline</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Scoring: mean score for each item; also percentage in agreement with each item calculated using those responding “Agree” or “Strongly agree”</td>
<td>I am interested in understanding statistical information</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I plan to attend every statistics class session</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>I was provided with multiple opportunities to demonstrate that I had learned the material</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Course policies supported my learning in the course</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>If given the option, I would rather take a drug literature evaluation course using a learner-centered approach than a drug literature evaluation course with a more “traditional” approach</td>
</tr>
</tbody>
</table>

Modified and reprinted with permission from Harpe et al.61
the instrument developer.\textsuperscript{63} It is important to remember that scores from a subset of items cannot be created unless the reliability of that subset has been demonstrated. The individual items for the course perceptions were analyzed individually since the psychometric properties of the instrument were unknown. The three measures for attitudes and self-efficacy were treated as continuous variables as noted in Recommendation 2. Figure 3 shows a histogram with a density estimate overlay for each measure to provide an alternate view of normality. While none of the distributions are perfectly normal, the graphs do show that a certain level of normality can be assumed without providing substantial reason to worry about violating assumptions required for parametric approaches given the robustness of these procedures discussed earlier. It is important to note that these graphs need not be included in a published article. What is important is that the distributional assumptions are examined and considered when selecting a data analysis technique.

The analysis of student course perceptions illustrates issues associated with Recommendations 3. Each course perception item was measured using a five-point Likert

---

Fig. 3. Distributions of selected pre-test measures for Harpe et al.\textsuperscript{61} The bars represent a histogram and the solid line is an overlay of a density estimate for each measure to provide an alternate view of normality. CSSE = Current Statistics Self-Efficacy scale; SATS-36 = Survey of Attitudes Towards Statistics, 36-item scale.
response format (1 = Strongly Disagree to 5 = Strongly Agree). Since the response format contained at least five categories, the authors treated these as continuous variables and reported means and standard deviations for each item. Similarly, each item was compared between the learning-centered assessment group and the traditional assessment group using a parametric approach (unpaired t test). For added support of the findings, the authors also analyzed these items using a nonparametric approach (Mann–Whitney U test) and collapsed the data into two groups (Strongly Agree/Agree vs. Neutral/Disagree/Strongly Disagree) to use a categorical approach (Fisher’s exact test). If the student perceptions items had only used four response categories (e.g., Strongly Agree, Agree, Disagree, and Strongly Disagree), then the collapsing could have been easier (as mentioned in Recommendation 4). The analysis of the course perception items does, however, highlight a less than desirable situation. Although the course perception items were used previously, there was no psychometric evaluation. It is possible that an aggregated scale could have been created from these items, but this is currently unknown without more formal scale development techniques being applied to the data. Furthermore, there were 13 comparisons being made, which may have resulted in an effective Type I error rate greater than the nominal 5%. While the item-by-item analysis for course perceptions may have been acceptable in the short term since the items are relatively new, future use may not be recommended without further evaluation of those items.

As a brief second example, consider the study by Huynh et al. examining readiness for self-directed learning before and after an advanced pharmacy practice experience (APPE). The main measure was the Self-Directed Learning Readiness Scale (SDLRS) developed by Fisher et al. The authors analyzed the SDLRS results as a whole (Recommendation 1) by following the scoring set forth by Fisher et al. including the use of the three SDLRS subscales. For the sake of completeness, the SDLRS scores were described with the mean and the median. In comparing the pre- and post-APPE SDLRS scores, the authors used a paired t test approach (Recommendation 2). Similar to the Harpe et al. study, the authors supplemented the parametric analysis with a categorical approach using McNemar’s test to examine whether students scored over 150 on the SDLRS before and after APPEs. Similar conclusions were reached with both analytical approaches. The only area of concern was the description of the SDLRS as using a five-point “Likert scale.” From a clarity standpoint, it is important to avoid confusing the Likert response format with the overall Likert scale. The way the authors worded the statement it suggests that the fact the SDLRS uses five response categories to measure agreement makes this a Likert scale. This is not technically correct. The fact that the SDLRS uses a set of (psychometrically validated) items where respondents rate their level of agreement with each item and it is presented in a particular manner is what makes this a Likert scale. If the SDLRS consisted of only one item, it would not be a Likert scale even if the respondent reported her level of agreement. A better description could have been that the SDLRS was a 40-statement Likert scale. This clarifies that the Likert scale comes from the aggregated items rather than the five-point agreement response scale.

**Implications**

In light of the recommendations made in this article, there are some important implications for our individual practices. These will be loosely separated by research design and implementation, research reporting, and teaching. Obviously, these are not completely independent areas, so there may be some conceptual overlap. One overall implication is the imperative for us to be clear and consistent in what we do with respect to the use of rating scales.

**Research design and implementation**

When designing a study, the most important step is defining the research question or the research objective since all other steps flow from that starting point. In developing the measurement methods for a study, one common recommendation is to use previously developed scales or modify these scales whenever possible. Using pre-developed instruments is often a good start. We must remember to provide important psychometric assessments in our local usage, such as the reliability of the instrument in our particular sample, as recommended by Hoover et al. Unfortunately, the identification of a previously developed instrument with unknown psychometric properties can and does happen. The lack of psychometric evaluation can raise the questions of reliability and validity of the instruments. In an effort to follow the developers’ methods, researchers sometimes engage in less than optimal strategies, such as an item-by-item analysis. Performing such analysis simply because the developer did so only perpetuates less than optimal analytic strategies and may lead to incorrect conclusions. At some point, these existing but previously non-validated instruments must undergo psychometric evaluation or a new, validated instrument should be developed. This also applies to instruments that we must develop ourselves because no appropriate ones exist. A related situation is the modification of previously developed validated instruments. Modifications should be avoided if at all possible since these may alter the established psychometric properties of the instrument. When modifications are absolutely necessary, re-evaluation of the psychometric properties is needed.

The choice of a statistical test is ultimately context specific and must be justifiable. The choice should be guided by the research question or objective in relation to the measurement methods. In some situations, a nonparametric test may be required or preferred. For example,
assume that we are comparing two groups of students with respect to their satisfaction of a certain teaching strategy. Satisfaction is measured with an item where students provide a rating from 1 (Not at all Satisfied) to 5 (Completely Satisfied). We established earlier that parametric alternatives could be acceptable to use for this analysis. Let us now assume that the students in the two groups have the same mean satisfaction; however, in one group, students appear to be polarized such that they move toward the two extremes of the response options and the distribution of their satisfaction ratings is bimodal. Despite having the same means, there are two distinctly different distributions on the satisfaction rating. A categorical test (e.g., Chi Square test) or nonparametric tests that compare distributions (e.g., Mann–Whitney U test) would detect this difference in distributions but a comparison of means (e.g., t test or ANOVA) might not.59 There are also situations where parametric approaches may be preferred over nonparametric options, such as when interactions are needed or when examining more than two variables simultaneously (e.g., regression models). In these situations, there are alternatives to the traditional least squares regression model that can take into account the distribution of the data rather than assuming a normal distribution. Making overly prescriptive commands about which statistical tests are “right” or “wrong” or that certain tests are “not permissible” is not helpful since these can ignore the nuances of a particular data set and the process of data analysis. This is why the previous recommendations are just that—recommendations. Ultimately, selecting the “best” statistical test should be related to knowledge of our actual data and the overall research question.

Research reporting

When reporting our results, it is important to use language that clarifies the difference between a summated or aggregate scale, an individual rating item, and a response format. Some have argued that the lack of clarity in reporting has led to the current state of confusion surrounding appropriate analytical strategies.10,28 It is imperative that appropriate terminology is used in reporting. In particular, a Likert scale (or a Likert-type scale) should only refer to a set of items.8,10,24,28 If being used appropriately (i.e., not outside of the aggregated Likert scale), an individual item with a Likert response format might appropriately be termed a “Likert item” or a “Likert-type item” if it is being used individually. There are certain situations where the term “rating” is not even appropriate. Consider an item asking students how many hours per week they study with the following response set: 0 = Less than 2 hours; 1 = 2 to 4 hours; 3 = 5 to 7 hours; 4 = 8 to 10 hours; 5 = 11 or more hours. This is not a scale nor does it involve “rating.” It is simply an ordered response category.

Another implication for reporting is the issue of item-by-item analyses. With aggregated scales there may be a desire to see if there are any differences in the component items of the scale. Drilling down to the individual item level violates the central measurement concept of the instrument since it was developed and validated as a whole. If the instrument has component subscales, then a post hoc comparison of those subscale scores could be warranted depending on the guidelines provided by the instrument developers. An example without an aggregated scale might provide another point of view. Consider an instructor interested in evaluating whether changing a teaching strategy affects knowledge as measured by the overall course grade for students. The method of teaching is changed for students in the current academic year with students in the previous year serving as a comparison group. For this study, the major assessment methods in the course remain the same and the exact same examinations are used. If the actual evaluation question were about the differences in overall knowledge defined as final course grade, then looking at the individual test grades might not be meaningful. If certain groups of topics could be mapped to certain exams, then looking at the tests individually would allow her to examine whether the teaching method was more useful for certain topics than others. Comparing performance between the two classes (current year vs. previous year) on each test question would not be appropriate since the course grade as a whole was taken to measure knowledge. This question-by-question analysis is analogous to dismantling a validated aggregated scale for item-by-item analysis.

In situations where a new set of items has been developed but not evaluated psychometrically, there may be some room for item-by-item analysis. The items should be examined for their psychometric properties if they will be used in later studies, though evidence of reliability from your sample and content validity for your instrument should suffice until a more thorough analysis is done.70 At a minimum, the limitations associated with not knowing those psychometric properties should be clearly stated when reporting the results.

Teaching

From a teaching standpoint, we need to do a better job of helping students understand some of the nuances associated with measurement, especially related to rating scales. Statements like, “Likert scales are ordinal data, so parametric statistics are not appropriate,” may be used in order to simplify statistics for students. In reality, however, overgeneralizations like this only contribute to confusion as they do not always make the distinction between individual items and summated or aggregate scales. Of somewhat greater concern, these overgeneralizations ignore past research that speaks directly to the analysis of these types of data. As someone who has taught research methods and statistics to pharmacy students, I can fully understand the difficulty in helping students learn material that is important to their ability to be evidence-based practitioners while keeping
things as simple as possible so that they do not get lost in some of the more esoteric details. Simplification may be useful to help students understand certain basic principles; however, we must ensure that we introduce students to greater levels of complexity in order to avoid doing them a disservice. For example, we would never make a blanket statement such as, “All patients with diabetes are treated with insulin.” It is true that some individuals with diabetes will require insulin therapy, but an oversimplification like the previous statement would be incorrect and could potentially cause harm.

Another implication for teaching that relates to the idea of consistency is the discussion of various other aggregated scales that students may be introduced to throughout their training. These may include the Center for Epidemiologic Studies Depression Scale (CES-D) or the Medical Outcomes Study short-form measures of health like the SF-36. Rarely, if ever, do people balk at the use of parametric statistical approaches for these measures, both of which represent aggregated scales where individual items might technically be considered ordinal levels of measurement since they are Likert-type items. It seems that the presence of the term “Likert” has become a heuristic that is not necessarily correct. Perhaps one final implication is that we take time to educate ourselves on the topic of the differences between items and true scales.

Conclusions

The controversy surrounding the appropriate analysis of various types of rating scales has existed for over 65 years dating back to the time when the original framework for levels of measurement was proposed by Stevens. Over time a wide variety of studies have been conducted examining the statistical properties of data from these summated or aggregate scales and from individual items with various forms of rating. The general consensus is that the use of parametric statistical tests to analyze these data is potentially appropriate taking into consideration the recommendations provided here. While this one article is not expected to end the controversy, it may serve to provide support and offer some clarity to those who are using these common measurement tools.

Conflicts of interest

The author has no conflicts of interest to disclose with respect to the authorship and/or publication of this article.

References

15. Bartlett RJ. Measurement in psychology. The Advancement of Science: the Report of the British Association for the Advance-

22. Wolfe EW, Smith EV. Instrument development tools and activities for measure validation using Rasch models: part I—


625–632.

S.E. Harpe / Currents in Pharmacy Teaching and Learning 7 (2015) 836–850

